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GPs in the United Kingdom. MAIN the observation that we tend o
Blease, C, et al. (2019). “Atiical | BACKGROUND: The potentialfor |2019 I3 primary care Quatative 766 GPs in UK. I hypothetical 2. availabity GPs donot Blease ,
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whichis aloss forthe | nclude human skils s digitaised, aloss of qualiy, 2
. h “metis”
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worst biases?” BV Innovations | Learning (ML), the application of various socioeconomic settings, but not when it doesnt. ensure no biases. Colleges.
6(a): 117-120. the more general field of Artificial ensure socialdata s being ctificial
Inteligence, to automate. captured to allow evaluation. ntelligence in
statistical inference to detect Healthcare
patterns in data, has opened up. internet].
entire new domains of complex 2019 [cited
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"GP at hand" catering 1o well-off, the safe use | Behay Emerg
young patents of arifical | Technol
intelligence n [2019:1:33-6.
Nording, L (2019)."A fairer way | Without careful implementation, |2019 South Africa_| General Healtheare Discussion Focus on bias, dscussed 5.1011.1 Tmay only Mentions the need to locally | Ferryman, K
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learning through community
based system dynamics.
preprint ankiv:2005.07572.

<ystem dynamics"/CBSD as a way
to create a more represntative:
problem formulation (really 2
theory of change), and thus build
faier Al Compares with
Obermeyer example of a non-

participatory problem
formulation.

could be a new one, could also be
107
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connected with the speech and discrimination:
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g ur paper Schiebinger L
3 Alcan
further worsening inequaliies. Al sexist and
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Iifecycle.” Journal of Health Care | mtigate, and manage the speed: howai
Underserved
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Christopher, M, etal (2020). | Purpose: To compare, 2020 lapan Ophtaimology Quantatative B
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science and Technology 9(2): 1+ | evaluate strateges for
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; o much value in  cincal setting,
Mied Internet Res 21(7): 13659, | attention in recent years, but the automation. inequality bt rather visualising complex
implementation ssues posed by correlations may be more useful.
Al have not been substantially Explainabilty s closely related to
addressed. OBIECTIVE: In this trust: poor implementation may
paper, we have focused on result I Al s not explainable.
machine learning (ML) as a form
Uin, 5. Y., etal.(2019). Ten Ways | Artifical inteligence (Al} s poised | 2019 Ush primary care Discussion AT No Al needs to complement rather Tsrani T,
rtiicial Itelligence Will 25 a transformationa force in equaliy. the focus here than replace GPs - the focus here Verghese A
Transform Primary Care." Journal | nealtheare. This paper presents a is on GP's being able to keep their s on GP's being able to keep their Humanizing
humanity. humanity ctificial
34(3): 1626-1630. through the eyes of primary care Inteligence.
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il impact primary care and its
ey stakeholders. We discuss ten 2010
Veinot, 1. C, etal.(2018). "Good | Health informatics nterventions | 2018 Ush ot 7 Baseline, access, uptake, [Access: 1, 2. Uptake: 3 Distrust
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worsen inequality.” Journal of the [and disability, or to improve the care involved. Effectiveness: 7. imporatance of evaluating and
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Clark, C R, etal (2021) 1 Ush Quantiative [The abilty o highight general 2
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Learning Models." ) Gen Intern | into which of the multfaceted intelligence
Med 36(5): 11811188 contributors to seff-rated health il ransform
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OBJECTIVE: We used machine ) Gen Intern
Med.
(Gao, Y. and Y. Cul (2020). "Deep | As arfcal intelligence (A is__|2020 Ush General healthcare Quantiative Vast majorty of cancer genomics |9, underrepresentation
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